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 This research aims to analyze and compare supervised learning 

classification methods using a case study of accreditation data for 

private higher education institutions within the LLDikti Region III 

contained in BAN-PT. In addition, The problem in this research is 

how each supervised learning classification method operates and 

how accurate and precise the results given by each method are. this 

research also uses Weka machine learning software in its 

calculations. The initial step taken is to prepare the software used for 

supervised learning analysis, then pre-processing the data, namely 

labeling data that has a categorical data type, after that determining 

data for testing data. The next step is to test each classification 

method. The methods used for comparison are logistic regression, K-

nearest neighbor, naive bayes, super vector machine, and random 

forest. Based on the calculation results, the Kappa Statistic and Root 

mean squared error values obtained are 1 and 0 for the logistic 

regression method, 0.979 and 0.0061 for the K-nearest neighbor 

method, 1 and 0.2222 for the super vector machine method, 0.969 

and 0.0341 for the naive bayes method, 1 and 0 for the decision tree 

method, and 0.5776 and 0.1949 for the random forest method, 

respectively. The logistic regression and decision tree methods in this 

study get Kappa Statistic and Root mean squared error values of 1 

and 0 respectively so that they are said to be good and acceptable, 

thus the two classification methods are the most appropriate methods 

and are considered to have the highest accuracy. 
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INTRODUCTION 

In order to guarantee and improve the quality of 

national education in a gradual, planned, and 

measurable manner as mandated by Law Number 12 of 

2012 concerning Higher Education Article 55 

paragraphs 1 to 8, the Government conducts 

accreditation to assess the feasibility of Study 

Programs and Higher Education on the basis of criteria 

that refer to the National Higher Education Standards. 

In this regard, the government has established the 

National Higher Education Accreditation Board as an 

accreditation agency authorised by the government to 

improve the quality of higher education. 

Classification is a science found in machine learning. 

Classification is a method that can handle big data. 

Classification in machine learning is the grouping of 

data where the data used have a label or target class. 

Therefore, algorithms used to solve classification 

problems are categorised as supervised learning. There 

are many methods that exist in supervised learning 

classification, including logistic regression, K-nearest 

neighbour, super vector machine, naive Bayes, 

decision tree, and random forest. 

The formulation of the problem in this study is because 

each supervised learning classification method has its 

own advantages, disadvantages, and accuracy. 

Through university accreditation data contained on the 

National Accreditation Board for Higher Education 

(BAN-PT) page, it is known how the supervised 

learning classification method works and how accurate 
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and precise it is. So that the discussion in this study is 

not too broad and more focused, it is limited to 

classifying accreditation data for Private Higher 

Education institutions within the Higher Education 

Service Institution (LLDikti) Region III using the 

Weka 3.8.6 application. This study aims to discuss the 

accuracy of the classification of each method using 

accreditation data of private higher education 

institutions in the LLDikti Region III environment 

obtained from the BAN-PT website. From the results 

of the classification, the most appropriate and accurate 

classification method was determined. 

 

1. WEKA Machine Learning Software 

Weka is a practical machine learning tool. 

"Waikato Environment for Knowledge Analysis" or 

known as WEKA was created at the University of 

Waikato, New Zealand, which is devoted to supporting 

the fields of research, education and various 

applications in data mining. The software is built using 

Java classes with object-oriented methods and can be 

run on almost all platforms. Weka is easy to apply at 

several different levels. Weka provides an 

implementation of state-of-the-art learning algorithms 

that can be applied to datasets from the command line. 

In WEKA, there are tools that are useful for data 

preprocessing, classification, regression, clustering, 

association rules, and visualisation. It can be used to 

preprocess data, incorporate it into a learning scheme, 

and analyse the classifier generated by its performance, 

all without writing the program code. One example of 

using WEKA is applying a learning method to a dataset 

and analysing the results to gain information about the 

data, or applying several methods and comparing their 

performance to select the best one. 

 

2. Logistic Regression 

Logistic regression is a statistical analysis method 

used to describe the relationship between a response 

variable (dependent variable) that has two or more 

categories and one or more explanatory variables 

(independent variables) on a categorical or interval 

scale (Hosmer and Lemeshow, 2000). Logistic 

regression is a non-linear regression used to explain the 

relationship between X and Y that is not linear, the non-

normality of the Y distribution, and the non-constant 

response diversity that cannot be explained by ordinary 

linear regression models (Agresti, 1996). 

3.  K-Nearest Neighbor 

The KNN method is an easy classification method. 

This method works by finding k patterns (among all 

training patterns in all classes) that are closest to the 

input pattern and then determining the decision class 

based on the largest number of patterns (Suyanto, 

2018). The KNN training process produces k, which 

provides the highest accuracy in generalising future 

data. The problem is that, until now, k cannot be 

determined mathematically. Therefore, the training 

process is basically observing a number of k until the 

most optimum k is produced. 

 
Figure 1. K-Nearest Neighbor Visualization 

4. Super Vector Machine 

The SVM method aims to determine the optimal 

hyperplane. Hyperplane that can divide the two classes 

with the furthest margin distance between the classes. 

The margin is the distance between the hyperplane and 

the closest pattern from each class. This closest 

instance is called a support vector. The red line above 

the thick black line can be an instance with a "+" sign 

which is the support vector for the Men class. While on 

the red line below the thick black line there is an 

instance with an "o" sign which is the support vector 

for the Women class. Therefore, it can be concluded 

that the main purpose of SVM is to find the best 

hyperplane with the help of support vectors from each 

class so that the optimal hyperplane is obtained. 

 

Figure 2a. Hyperlane visualization is not optimal 

 
Figure 2b. Maximal hyperlane visualization 
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4. Naive Bayes 

The Bayes classifier is a statistical classifier that can 

predict the probability of class membership of a data 

tuple that will enter a certain class, according to 

probability calculations. The Bayes classifier was 

based on the Bayes theorem discovered by Thomas 

Bayes in the 18th century. In the study of classification 

algorithm comparison, a simple Bayesian or Naïve 

Bayes classifier has been found. Naïve Bayes classifier 

shows high accuracy and speed when applied to large 

databases. This method is often used in solving 

problems in the field of machine learning because it is 

known to have a high level of accuracy with simple 

calculations. 

5. Decision Tree 

A decision tree is a data-mining classification method. 

A decision tree in learning terms is a tree structure in 

which each tree node represents an attribute that has 

been tested. Each branch is a division of test results, 

and leaf nodes represent certain class groups. [5]. The 

top level node of a Decision Tree is the root node which 

is usually the attribute that has the greatest influence on 

a particular class. In general, a Decision Tree performs 

a top-down search strategy for the solution. In the 

process of classifying unknown data, attribute values 

will be tested by tracing the path from the root node to 

the final node (leaf), and then the class belonging to a 

particular new data will be predicted. 

 

 

 

 

 

 

 

 

 

 

Figure 3. Decision Tree Visualization 

 

6. Random Forest 

Random Forest is a development of the Decision 

Tree method that uses several Decision Trees, where 

each Decision Tree has been trained using individual 

samples and each attribute is broken down on a tree 

selected between random subset attributes. Random 

Forest has several advantages, namely it can improve 

accuracy results if there is missing data, it can resist 

outliers, and it is efficient for storing data. In addition, 

Random Forest has a feature selection process where it 

is able to take the best features so that it can improve 

the performance of the classification model. With 

feature selection, Random Forest can effectively work 

on big data with complex parameters. 

7. 10-Fold Cross-Validation 

Cross-validation is a statistical method to evaluate 

and compare learning algorithms by dividing the data 

into two segments: one used to learn or train the model 

and the other used to validate the model. The way K-

Fold Cross-validation works is as follows:  

1. The entire dataset is divided into K parts.  

2. The 1st fold is when the 1st part becomes the 

testing data and the rest becomes the training data. 

Next, we calculated the accuracy based on that 

portion of the data.  

3. The 2nd fold is when the 2nd part becomes the 

testing data and the rest becomes the training data. 

Next, we calculated the accuracy based on that 

portion of the data.  

4. This process continues until it reaches the kth fold.  

5. The average accuracy of the N accuracies is 

calculated.  

6. The average accuracy is the final accuracy.  

Figure 1 illustrates the scheme of 10-fold cross-

validation. The data are divided into 10 folds of equal 

size, so we have 10 subsets of data to evaluate the 

performance of the algorithm. For each of the 10 

subsets of data, cross-validation will use nine folds for 

training data and one fold for test data.. 

 
Figure 4. 10-Fold Cross-validation Scheme 

 

8. Kappa Statistik 

The kappa statistic is a numerical index of 

agreement between two raters classifying the same 

item, where it ranges between 0 (no agreement) and 1 

(perfect agreement) and takes into account chance 

agreement. Based on Fleis (1981), the interpretation of 

Kappa values is presented in the following table: 

Table 1. Kappa Interpretation 

The Kappa Index Agreement 

< 0.40 Bad 

0.40 - 0.60 Fair 

0.60 - 0.75 Good 

> 0.75 Excellent 

 

9. Root mean squared error 

The Root Mean Square Error (RMSE) is the 

magnitude of the prediction error rate, where the 

smaller (closer to 0) the RMSE value, the more 

accurate the prediction results. The RMSE value can be 

calculated using the following equation: 

Node root 

      Node leaf 

      Node leaf 
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  (1) 

where n is the number of data points. 
 

RESEARCH METHOD 

In this research design, the author will describe the 

methodology and framework of the research work used 

in solving research problems. This research 

methodology is used systematically to obtain a good 

workflow so that the results achieved do not deviate 

from the desired goals and are carried out properly, in 

accordance with the predetermined objectives. The 

following research model flow chart is presented in a 

flowchart design which can be seen from the following 

figure: 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Flowchart of Research Framework 

The flowchart in Figure 2 is as follows: 

1. Problem Identification  

Introduction to a problem and the initial stage in the 

research process. Identifying data on Accreditation of 

Private Higher Education Institutions in the LLDikti 

Region III environment in the Higher Education 

Database (PDDikti). 

2. Data Collection Technique  

The research data are obtained from the following page 

with the URL address:  

https://www.banpt.or.id/direktori/institusi/pencarian_i

nstitusi.php  

which is a data report on the results of accreditation of 

Higher Education institutions. 

3. Performing Data Processing  

At this stage, data processing is carried out to obtain 

results, which can then be managed to the next stage to 

produce the right information. 

4. Data classification with the Weka application 

In testing the data, a Weka application is used which is 

a series of machine learning software. Using the Weka 

application, the results of data processing will be 

compared between several classification methods, 

namely logistic regression, K-nearest neighbour, naive 

Bayes, super vector machine, and random forest. 

 

RESULTS AND DISCUSSION 

1. Data Import and Labeling 

The first thing to do for analysis is to import the 

accreditation data of Higher Education institutions in 

*. xlsx format into the Weka application and then do 

labeling on categorical data, especially on the target 

variable (exited): 

Table 2. Labeling data by giving scores on 

accreditation of higher education institutions 

 

Accreditation Score 

Superior 4 

A 3,5 

Excellent 3 

B 2,5 

Good 2 

- 0 

 

Table 3. Accreditation Data of Higher Education 

Institutions 

 
From the table above, we preprocessed the data and 

obtained a visualisation, as shown in Figure 2 below: 

 
Figure 6 Visualization of accreditation data 

preprocessing 

Problem Identification 

Data Collection Technique 

Data Processing 

Data Classification with Weka 

Application 
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1. Testing data for each classification method. 

The steps taken in the Weka application to 

perform calculations after preprocessing the 

data are as follows: 

a. Select  the Classify menu and the 

classification method on the Choose button in 

the Classifier window. For example, select the 

function directory and the Random Forest 

classification method to perform the 

classification process using the logistic method. 

b. In  the Test options checkbox button, 

select Cross-validation with Folds 10. 

c. Select  the start button and run the 

calculation to produce Run Information as 

follows: 

 

 
     

e. Perform  the same process according to the 

steps in letters a to c to perform the classification 

calculation process with logistic regression, K-

nearest neighbour, naive Bayes, super vector 

machine, and decision tree methods. After 

performing all the above processes, we obtained a 

visualisation image of classifier errors, 

visualisation tree, and data table of test results 

with 10-Folds Cross Validation with each 

classification method, as shown in the figure and 

table below: 

 
Figure 7. Visualisation of classifier errors for one of 

the classification methods: Logistic Regression. 

 
Figure 8. Visualization of the tree in the Decision tree 

classification method 

Table 4. Test Result Data with 10-Folds Cross-

validation 

 
From Table 4, the Kappa Statistic and Root 

mean squared error values are, respectively, 1 and 0 for 

the logistic regression method, 0.979 and 0.0061 for 

the K-nearest neighbour method, 1 and 0.2222 for the 

super vector machine method, 0.969 and 0.0341 for the 

naive Bayes method, 1 and 0 for the decision tree 

method, and 0.5776 and 0.1949 for the random forest 

method. 

 

CONCLUSION 

Based on the discussion, the best method for 

classifying accreditation data for private higher 

education institutions in the LLDikti Region III Jakarta 

environment is the Logistic Regression and Decision 

Tree classification method. This is because the Kappa 

Statistic and Root mean squared error values are 1 and 

0, respectively, so that they are said to be good and 

acceptable. Thus, the two classification methods are 

the most appropriate and are considered to have the 

highest accuracy. 
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